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A rapid growth of Machine Learning (ML) applications in different areas has been faced in recent years. Train-
ing of ML models is performed by finding such values of their parameters ¢ = {x1, x2, ..., xx } that optimize
(minimize) the objective (loss) function U(x). Usually, the number of parameters N is large and the training
dataset is massive. Therefore, to reduce computational costs, the gradient f = —dU (z)/dx of the objective
function with respect to the model parameters is computed on relatively small subsets of the training data,
called mini-batches. If these mini-batches are selected randomly from the training dataset, then the estimated
values of the loss U(x) and its gradient f=—dU (z)/dz are the stochastic approximations of their exact
values. Therefore, it is natural to apply Langevin dynamics to treat this stochastic optimization problem. We
consider the next discrete form of the Langevin equation:
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where 7 is an iteration number, Az, 11 = Tpy1 — Tn, At is a time step and v > 0 is a viscous friction
coefficient.

Now, it is straightforward to obtain the next parameter updating formula:

Azpy1 = pAx, + fn -1, (2)

where p = (1—vAt/2)/(1+vyAt/2) is conventionally called a momentum coefficient and = At?(1+p)/2
a learning rate constant.

Equation (2) was derived in our recent work where we have introduced Coolmomentum - a method for
stochastic optimization by Langevin dynamics with simulated annealing [1]. To implement simulated anneal-
ing (or slow cooling, in physical terms), we apply a certain schedule for the gradual momentum coefficient
decrease in the range

0<p<1(3)

In this talk we demonstrate that application of Langevin dynamics (2) with simulated annealing (3) to multidi-
mension optimization tasks gives promising results in artificial intelligence [1], quantum computing [2] and
optical engineering [3].
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